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#### Abstract

The time evolution of an open system of infinitely many two-dimensional classical particles is investigated. Particles are interacting by a singular pair potential $U$, and each particle is connected to a heat bath of temperature $T$. The heat baths are represented by independent white noise forces and Langevin damping terms. Existence of strong solutions to the corresponding infinite system of stochastic differential equations is proved for initial configurations with a logarithmic order of energy fluctuations. Gibbs states for $U$ at temperature $T$ are invariant under time evolution.
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## 1. INTRODUCTION

The aim of this paper is to initiate the study of certain random perturbations of two-dimensional nonequilibrium dynamics. The methods of Refs. 3 and 4 are developed further in order to obtain the existence of strong solutions to the following infinite system of stochastic differential equations. Consider an infinite configuration $\omega=\left\{\left(x_{i}, v_{i}\right) ; i \in I\right\}$ of two-dimensional labeled particles interacting by a pair potential $U=U(x) ; x_{i}=x_{i}(\omega)$ and $v_{i}=v_{i}(\omega)$ denote the position and the velocity of the $i$ th particle; $I$ is the set of positive integers. Particles are assumed to be of unit mass, and in addition to the conservative interparticle forces $-\operatorname{grad} U\left(x_{i}-x_{j}\right), j \neq i$, the nonconservative force $-\lambda v_{i}$ and a white noise force are acting on the $i$ th particle. Then the stochastic differential equations of motion are

$$
\begin{align*}
& d v_{i}=-\sum_{j \neq i} \operatorname{grad} U\left(x_{i}-x_{j}\right) d t-\lambda v_{i} d t+\sigma d w_{i}  \tag{I}\\
& d x_{i}=v_{i} d t, \quad i \in I
\end{align*}
$$

[^0]where $w_{i}=w_{i}(t)$ is a sequence of independent, standard, two-dimensional Wiener processes, and $\lambda$ and $\sigma$ are nonnegative constants. We shall show that (I) generates a Markov time evolution in the space $\Omega_{0}$ of infinite configurations with a logarithmic order of energy fluctuation. This stochastic dynamics can be interpreted as the time evolution of a large classical system connected to a heat bath of temperature $\sigma^{2} / 2 \lambda$. Indeed, a canonical Gibbs state for $U$ at temperature $T$ is time-invariant if and only if $T=\sigma^{2} / 2 \lambda$. If $\lambda$ and $\sigma$ go to zero, then the stochastic dynamics converges to the classical dynamics, which was constructed in Ref. 4.

## 2. PRELIMINARIES

First we have to clarify the meaning of (I). Let $\mathbf{R}^{2}$ denote the twodimensional Euclidean space with the usual norm $|\cdot|$ and scalar product $(.,.) ; \mathbf{Z}^{2}$ is the integer lattice in $\mathbf{R}^{2}$. The interaction potential $U$ is assumed to be a continuously differentiable function $U=U(x), x \in \mathbf{R}^{2}, x \neq 0$, such that $U(x)=U(-x), \lim _{x \rightarrow 0} U(x)=+\infty$ and $U(x)=0$ if $|x| \geqslant R ; R<+\infty$ is the range of $U$. To prove existence of solutions we need the following regularity conditions for $U$; they are the same as in Ref. 4. There exist positive constants $a, b, c, d, \delta, L$ such that: (a) $U(x)>0$ if $|x| \leqslant \delta$,

$$
\begin{equation*}
|x||\operatorname{grad} U(x)| \leqslant a+b U(x) \tag{E}
\end{equation*}
$$

(b) at least one of

$$
\begin{equation*}
|\operatorname{grad} U(x)|^{2} \leqslant c U(x) \quad \text { if } \quad|x| \geqslant \delta \tag{P}
\end{equation*}
$$

and

$$
\begin{equation*}
c U(x) \geqslant|x|^{-4} \quad \text { if } \quad|x| \leqslant \delta \tag{R}
\end{equation*}
$$

holds, and (c) $|U(x)| \leqslant u$ and $|U(y)| \leqslant u$ imply that

$$
\begin{equation*}
|\operatorname{grad} U(x)-\operatorname{grad} U(y)| \leqslant|x-y| L(1+u)^{d} \tag{U}
\end{equation*}
$$

The validity of (E), (U), and one of (P) and (R) will be assumed throughout this paper. For a discussion of these conditions see Refs. 3 and 4.

The configuration space $\Omega$ is defined as the set of locally finite labeled configurations $\omega=\left\{\left(x_{i}, v_{i}\right) ; i \in I\right\}$, where $x_{i}=x_{i}(\omega)$ and $v_{i}=v_{i}(\omega)$ are twodimensional vectors, and the sequence $x_{i}(\omega)$ of positions has no limit points. Let $\Omega$ be equipped with the weak topology, i.e., $\lim \omega_{n}=\omega$ means that $\lim x_{i}\left(\omega_{n}\right)=x_{i}(\omega)$ and $\lim v_{i}\left(\omega_{n}\right)=v_{i}(\omega)$ for each $i \in I$. This topology is a separable and metric one; the corresponding $\sigma$-algebra of Borel subsets of $\Omega$ will be denoted by $\mathscr{R}$.

The particle number and the total energy of a configuration $\omega$ in a $y$-centered disk of radius $\rho$ are denoted by

$$
\begin{equation*}
N(\omega, y, \rho)=\sum_{i \in I} f_{y, \rho}\left(x_{i}\right) \tag{1}
\end{equation*}
$$

and

$$
\begin{equation*}
H(\omega, y, \rho)=\frac{1}{2} \sum_{i \in I} f_{y, \rho}\left(x_{i}\right)\left[\left|v_{i}\right|^{2}+\sum_{j \neq i} f_{y, \rho}\left(x_{j}\right) U\left(x_{i}-x_{j}\right)\right] \tag{2}
\end{equation*}
$$

respectively, where $f_{y, \rho}(x)=1$ if $|x-y|<\rho$, and $f_{y, \rho}(x)=0$ otherwise. The quantity

$$
\begin{equation*}
\bar{H}(\omega)=\sup _{y \in Z 2}[g(|y|)]^{-2} H(\omega, y, g(|y|)) \tag{3}
\end{equation*}
$$

is called the logarithmic energy fluctuation of $\omega$; here $g(u)=1+\log (1+u)$, where $\log$ denotes the natural logarithm. Let us remark that $\bar{H}$ is a lower semicontinuous function of $\omega$.

The Markov time evolution will be constructed in the subset

$$
\begin{equation*}
\Omega_{0}=\{\omega ; \bar{H}(\omega)<+\infty\} \tag{4}
\end{equation*}
$$

of $\Omega ; \mathscr{R}_{0}=\mathscr{R} \cap \Omega_{0}$ denotes the $\sigma$-algebra of Borel subsets of $\Omega_{0}$. Since either of (P) and (R) implies superstability of $U, \boldsymbol{\Omega}_{0}{ }^{q}=\{\omega ; \bar{H}(\omega) \leqslant q\}$ is a compact subset of $\boldsymbol{\Omega}_{0}$ for each $q<+\infty$.

Suppose now that we are given a sequence of independent, $\mathbf{R}^{2}$-valued standard Wiener processes $w_{i}=w_{i}(t), t \geqslant 0, i \in I$, on a complete probability space $(\mathbf{C}, \mathscr{A}, \mathbf{P})$; the components of each $w_{i}$ are uncorrelated, $w_{i}(0)=0$. We may and do assume that the realizations of each $w_{i}$ are continuous with probability one, e.g., $\mathbf{C}$ can be chosen as an infinite product of $\mathbf{C}[0, \infty)$ spaces. $\mathscr{A}_{t}$ denotes the $\sigma$-algebra generated by the family $w_{i}(s), s \leqslant t, i \in I$, of random variables.

Now we are in a position to define what is a solution of (I). Let us remark that particles along a continuous trajectory $\omega_{t}$ in $\Omega$ preserve their initial enumeration.

Definition. Consider a stochastic process $\omega_{t}, t \geq 0$ on $(\mathbf{C}, \mathscr{A}, P)$ with state space $\left(\boldsymbol{\Omega}_{0}, \mathscr{R}_{0}\right)$, i.e., $\boldsymbol{\omega}_{t}=\omega_{t}(\mathbf{c})$ is a measurable mapping of $(\mathbf{C}, \mathscr{A}, \mathbf{P})$ into ( $\Omega_{0}, \mathscr{R}_{0}$ ) for each $t \geqslant 0$. We say that $\omega_{t}$ is a strong solution of (I) with initial configuration $\omega$ if $\omega_{0}=\omega, \omega_{t}$ is $\mathscr{A}_{t}$-measurable for each $t \geqslant 0$; further, almost each trajectory of $\omega_{t}$ is continuous and

$$
\begin{align*}
\frac{d}{d t} x_{i}\left(\omega_{t}\right)= & v_{i}\left(\omega_{t}\right) \\
v_{i}\left(\omega_{t}\right)= & v_{i}\left(\omega_{0}\right)-\sum_{j \neq i} \int_{0}^{t} \operatorname{grad} U\left(x_{i}\left(\omega_{s}\right)-x_{j}\left(\omega_{s}\right)\right) d s \\
& -\lambda \int_{0}^{t} v_{i}\left(\omega_{s}\right) d s+\sigma w_{i}(t) \tag{I'}
\end{align*}
$$

hold for each $t \geqslant 0, i \in I$ along almost each trajectory $\omega_{t}(\mathbf{c})$ of $\omega_{t}$. A solution
$\boldsymbol{\omega}_{t}$ is a tempered solution if $\bar{H}\left(\omega_{t}(\mathbf{c})\right)$ is bounded in finite intervals of time with probability one.

To avoid the possibility of misunderstanding, we have to clarify notation. $\omega_{t}$ is the value of the stochastic process $\omega_{t}$ at time $t ; \omega_{t}(\mathbf{c})$ is the trajectory of $\omega_{t}$ corresponding to the random element $\mathbf{c} \in \mathbf{C}$. However, we do not indicate dependence of random variables on $\mathbf{c}$ in general; relations for $\omega_{t}$ as a function of time should be considered for almost each trajectory.

## 3. MAIN RESULT

Solutions will be constructed as a.s. weak limits of solutions to finite subsystems. Theorem 1 contains the basic results of Ref. 4 in the particular case of $\lambda=\sigma=0$. Of course, the one-dimensional existence theorems of Ref. 3 also have similar, stochastic extensions.

Theorem 1. For each $\omega \in \boldsymbol{\Omega}_{0}$ there exists a tempered strong solution $\boldsymbol{\omega}_{t}=\varphi(t, \omega, \mathrm{c})$ of (I) such that $\omega_{0}=\omega$ a.s., and this solution is unique in the sense that $\mathbf{P}\left(\omega_{t}(\mathbf{c})=\bar{\omega}_{t}(\mathbf{c})\right.$ for $\left.t \geqslant 0\right)=1$ whenever $\bar{\omega}_{t}$ is a tempered strong solution with $\bar{\omega}_{0}=\omega$ a.s. The $\varphi$ is jointly measurable in $t, \omega, \mathbf{c}$, and it is a Markov process for each $\omega \in \Omega_{0}$. Moreover, the restriction of $\varphi(t, \omega, \mathbf{c})$ to any of the subsets $\Omega_{0}{ }^{q}$ is a stochastically continuous function of $\omega \in \boldsymbol{\Omega}_{0}{ }^{q}$; this continuity is uniform in finite intervals of time.

In contrast to the deterministic case of $\sigma=0$, here ( U ) also is needed in the proof of existence. Without (U) only weak solutions can be constructed, i.e., $\omega_{t}$ is not necessarily $\mathscr{A}_{t}$-measurable. This measurability property is always needed when stochastic integrals are considered.

In view of Theorem $1, \mathbf{P}_{t}=\mathbf{P}_{t}(\omega, A)=\mathbf{P}(\varphi(t, \omega, \mathbf{c}) \in A), A \in \mathscr{R}_{0}$, is a semigroup of transition probabilities in $\left(\Omega_{0}, \mathscr{R}_{0}\right)$, i.e., the translate $\mu_{t}=\mu \mathbf{P}_{t}$ of a probability measure $\mu$ on $\left(\Omega_{0}, \mathscr{R}_{0}\right)$ is given by $\mu_{t}(A)=\int \mu(d \omega) \mathbf{P}_{t}(\omega, A)$. Let us remark that $\Omega_{0}$ carries a wide class of probability measures defined originally on $(\Omega, \mathscr{R})$. For example, if $\int \exp [p H(\omega, y, \rho)] \mu(d \omega) \leqslant \exp \left(q \rho^{2}\right)$ for $\rho \geqslant g(|y|)$ holds with some positive constants $p$ and $q$, then the BorelCantelli lemma implies directly that $\mu\left(\boldsymbol{\Omega}_{0}\right)=1$. This condition can be verified easily for such Gibbsian fields where the singularity of the interaction potential is not weaker than that of $U$; see Proposition 1 in Ref. 4.

The first problem arising here is certainly the description of timeinvariant probability measures. A probability measure $\mu$ on $(\Omega, \mathscr{R})$ is a canonical Gibbs state for $U$ at temperature $T>0$ if the particles are distributed in $\mathbf{R}^{2}$ according to a canonical Gibbsian point field with potential $(1 / T) U$ (i.e., the field is specified by the conditional distributions of points in finite volumes $V$ given the number of points in $V$ and the configuration of points outside $V$; see Refs. 8 and 9), while velocities are completely inde-
pendent of positions, and the velocity coordinates are identically distributed, independent Gaussian variables of zero means and variances $T$. Of course, $\mu\left(\boldsymbol{\Omega}_{0}\right)=1$ in this case, too.

On the coincidence of canonical and grand canonical Gibbs states see Ref. 6.

Theorem 2. Let $\sigma>0$ in (I); then a canonical Gibbs state $\mu$ for $U$ at temperature $T>0$ is time-invariant, i.e., $\mu=\mu \mathbf{P}_{t}$ if and only if $\lambda>0$ and $T=\sigma^{2} / 2 \lambda$.

To indicate the dependence of the solutions on $\lambda$ and $\sigma$, let $\varphi_{\lambda, \sigma}(t, \omega, \mathbf{c})$ denote the general solution of (I). The particular case $\lambda=\sigma=0$ is of special interest; the classical solution $\varphi(t, \omega)=\varphi_{0,0}(t, \omega, \mathbf{c})$ has been constructed in Ref. 4.

Theorem 3. If $\lambda$ and $\sigma$ go to zero, then $\varphi_{\lambda, \sigma}(t, \omega, \mathbf{c})$ converges in probability to $\varphi(t, \omega)$.

It seems that the ergodic properties of the stochastic dynamics are nicer than those of the classical dynamics; such problems are to be discussed in a forthcoming paper.

## 4. A PRIORI PROBABILITY BOUND

In this section Proposition 2 of Ref. 4 will be extended to our stochastic situation; we prove a uniform bound for the distribution of $\bar{H}$ along solutions to finite subsystems of (I). Notation and methods follow those in Section 4 of Ref. 4.

Let us consider the motion of a finite number of particles within a potential barrier $h$; the external particles are frozen, $V \subset \mathbf{R}^{2}$ is a bounded, open set of smooth boundary; $h=h(x)$ is a nonnegative and twice continuously differentiable function if $x \in V ; h(x)=0$ if $x \notin V$; further, $\lim h(x)$ $=+\infty$ when $x \in V$ tends to the boundary of $V$. Let $\omega \in \Omega_{0}, J=J_{V}(\omega)=$ $\left\{i \in I ; x_{i}(\omega) \in V\right\}$ and define the random trajectory $\omega_{t}=\varphi_{V}(t, \omega, \mathbf{c}), t \geqslant 0$, by $x_{i}\left(\omega_{i}\right)=x_{i}(\omega), v_{i}\left(\omega_{i}\right)=0$ if $i \notin J_{V}(\omega)$, while

$$
\begin{align*}
d x_{i}\left(\omega_{t}\right) & =v_{i}\left(\omega_{t}\right) d t \\
d v_{i}\left(\omega_{t}\right) & =-F_{i}\left(\omega_{t}\right) d t-\operatorname{grad} h\left(x_{i}\left(\omega_{t}\right)\right) d t-\lambda v_{i}\left(\omega_{t}\right) d t+\sigma d w_{i}(t) \tag{V}
\end{align*}
$$

if $i \in J_{V}(\omega)$ with initial condition $x_{i}\left(\omega_{0}\right)=x_{i}(\omega), v_{i}\left(\omega_{0}\right)=v_{i}(\omega)$ for $i \in J_{V}(\omega)$; here

$$
\begin{equation*}
F_{i}(\bar{\omega})=\sum_{j \neq i} \operatorname{grad} U\left(x_{i}(\bar{\omega})-x_{j}(\bar{\omega})\right) \tag{5}
\end{equation*}
$$

i.e., the field of external particles is present, too. It is not quite trivial that $\left(\mathrm{J}_{V}\right)$ has a unique $\mathscr{A}_{t}$-measurable (i.e., strong) solution; only local existence
and uniqueness follow from the finiteness of the total energy $H_{V}(\omega)$ by standard methods. For completeness we reproduce the argument of Exercise 5 in Section 4.5 of Ref. 7. Let $\tau=\tau(\mathbf{c})$ denote the random lifetime of the solution, $t \wedge \tau=\min (t, \tau)$, and observe that the stochastic differential of

$$
H_{V}(\omega)=\frac{1}{2} \sum_{i \in J}\left[\left|v_{i}\right|^{2}+2 h\left(x_{i}\right)+\sum_{j \neq J} U\left(x_{i}-x_{j}\right)+\sum_{j \neq i} U\left(x_{i}-x_{j}\right)\right]
$$

along a solution of $\left(\mathrm{J}_{V}\right)$ is just

$$
\begin{equation*}
d H_{V}=-\lambda \sum_{i \in J}\left|v_{i}\right|^{2} d t+\sigma^{2}|J| d t+\sigma \sum_{i \in J} v_{i} d w_{i} \tag{6}
\end{equation*}
$$

where $|J|$ denotes the cardinality of $J=J_{V}(\omega)$. Thus from the Ito lemma [see (6)] we obtain that

$$
\begin{equation*}
H_{V}\left(\omega_{t \wedge \tau}\right) \leqslant H_{V}\left(\omega_{0}\right)+\sigma^{2}|J| t+\sigma \sum_{i \in J} \int_{0}^{t \wedge_{\tau}} v_{i} d w_{i} \tag{7}
\end{equation*}
$$

for each $t<+\infty$ with probability one. However, almost each trajectory of a stochastic integral has the following property: it is either bounded or oscillates between $-\infty$ and $+\infty$ in a finite interval of time; thus the lower boundedness of $H_{V}$ results in $\lim _{t \rightarrow \tau} H_{V}\left(\omega_{t \wedge \tau}\right)<+\infty$. Therefore the local existence theorem implies that $\mathbf{P}(\tau<+\infty)=0$, i.e., $\left(\mathrm{J}_{V}\right)$ has a unique global solution, and $\varphi_{v}(t, \omega, \mathbf{c})$ is an $\mathscr{A}_{t}$-measurable Markov process.

The first step of the proof of Theorem 1 is to extend the stochastic version (6) of the law of energy conservation to infinite systems. For this we introduce a nonnegative and additive modification $W$ of the total energy. Let $f=f(u)$ denote such a twice continuously differentiable nondecreasing function that:
(i) $f(u)=0$ if $u \leqslant-3 R ; f(u)=1$ if $u \geqslant 0 ; f(-5 R / 2)=1 / 9 ; f(-R / 2)=$ 8/9.
(ii) $f$ is convex for $u \leqslant-R / 2$ and it is concave if $u \geqslant-5 R / 2$, i.e., $f$ is linear if $-5 R / 2 \leqslant u \leqslant-R / 2$.
(iii) There exists a constant $d_{1}$ such that $\left|f^{\prime}(u)\right|^{2} \leqslant d_{1} f(u)$

If $\omega \in \boldsymbol{\Omega}, y \in \mathbf{R}^{2}, \rho>0$, then $W$ is defined as

$$
\begin{equation*}
W(\omega, y, \rho)=\sum_{i \in I} f\left(\rho-\left|x_{i}-y\right|\right) W_{i}(\omega) \tag{8}
\end{equation*}
$$

where

$$
W_{i}(\omega)=1+\left|v_{i}\right|^{2}+2 h\left(x_{i}\right)+\sum_{j \neq i} \delta_{R} f\left(3 R-3\left|x_{i}-x_{j}\right|\right)+\sum_{j \neq i} U\left(x_{i}-x_{j}\right)
$$

and $\delta_{R}=a / b$ if ( $R$ ) holds, $\delta_{R}=0$ otherwise. Let us remark that $W_{i}(\omega) \geqslant 1$ in view of ( E ) and $W$ is a nondecreasing function of $\rho$. The logarithmic
fluctuation of $W$ is defined as

$$
\begin{equation*}
\left.\bar{W}(\omega)=\sup _{y \in \mathbb{Z}^{2}} \mid g(|y|)\right]^{-2} W(\omega, y, g(|y|)) \tag{9}
\end{equation*}
$$

Some basic properties of $\bar{W}$ are summarized in the following lemma:
Lemma 1. There exist constants $a_{1}, b_{1}, c_{1}$ depending only on $U$ such that

$$
\begin{equation*}
W(\omega, x, \rho) \leqslant a_{1} \rho^{2} \bar{W}(\omega) \tag{10}
\end{equation*}
$$

whenever $x \in \mathbf{R}^{2}, \rho \geqslant g(|x|)$, and further,

$$
\begin{align*}
\bar{H}(\omega) & \leqslant \bar{W}(\omega) \leqslant b_{1}+c_{1} \bar{H}(\omega)+2 \sum_{i \in I} h\left(x_{i}(\omega)\right)  \tag{11}\\
\left|v_{i}(\omega)\right| & \leqslant a_{1} g(|y|+\rho)|\bar{W}(\omega)|^{1 / 2} \tag{12}
\end{align*}
$$

if $\left|x_{i}(\omega)-y\right| \leqslant \rho+5 R$, and

$$
\begin{equation*}
N\left(\omega, x_{i}(\omega), 2 R\right) \leqslant 1+a_{1} g(|y|+\rho)|\bar{W}(\omega)|^{1 / 2} \tag{13}
\end{equation*}
$$

if $\left|x_{i}(\omega)-y\right| \leqslant \rho+5 R$.
Proof. Let $D_{y}$ denote the disk of center $y \in \mathbf{Z}^{2}$ and radius $g(|y|)$; first we show that there exists such a subset $\mathbf{Z}_{0}{ }^{2}$ of $\mathbf{Z}^{2}$ that only a fixed number of disks $D_{y}, y \in \mathbf{Z}_{0}{ }^{2}$, can have a nonempty intersection, and the union of all disks $D_{y}, y \in \mathbf{Z}_{0}{ }^{2}$, covers $\mathbf{R}^{2}$. For this set $r_{1}=1$, and $r_{k+1}=r_{k}+g\left(r_{k}\right)$ for $k \in I$; let $n_{k}$ denote the smallest integer larger than $8 r_{k} / g\left(r_{k}\right)$. For each $k \in I$ we choose $n_{k}$ points from the origin-centered circle of radius $r_{k}$ in such a way that they form a regular polygon; $\mathbf{R}_{0}{ }^{2}$ consists of the above described points, and $Z_{0}{ }^{2}$ is the set of such $y \in \mathbf{Z}^{2}$ that $|x-y| \leqslant 2$ for some $x \in \mathbf{R}_{0}{ }^{2}$. Since $\lim \left[g\left(r_{k+1}\right)-g\left(r_{k}\right)\right]=0$, it follows easily that $\mathbf{Z}_{0}{ }^{2}$ has the property we need; thus

$$
\begin{align*}
W(\omega, x, \rho) & \leqslant \sum W(\omega, y, g(|y|)) \leqslant \sum \bar{W}(\omega) g^{2}(|y|) \\
& \leqslant \bar{W}(\omega)[g(|x|+\rho+3 R+2)+p+3 R+2]^{2} n_{0} \tag{14}
\end{align*}
$$

where both sums are over such $y \in \mathbf{Z}_{0}{ }^{2}$ that $|x-y| \leqslant \rho+3 R+2 ; n_{0}$ is the maximal multiplicity of the covering $\left\{D_{y} ; y \in \mathbf{Z}_{0}{ }^{2}\right\}$ of $\mathbf{R}^{2}$. Since $\rho \geqslant g(|x|)$ in (14), the subadditivity of $g$ implies (10) directly.

Condition (11) follows from the superstability of $U$ in a similar way as (10) has been deduced; see Ref. 8 and the proof of Proposition 4 in Ref. 4 ; (12) and (13) are obviously true.

Now we turn to the problem of time evolution. Let $\boldsymbol{\omega}_{t}$ denote either a tempered strong solution of (I) or $\omega_{t}=\varphi_{V}(t, \omega, \mathbf{c})$ for ( $J_{V}$ );h=0 in the definition of $W$ in the first case. We define $W^{\prime}(\bar{\omega}, y, \rho)$ as the time derivative of $W$ at $\bar{\omega}$ along the classical solution $\omega_{t}{ }^{0}$, i.e.,

$$
W^{\prime}\left(\omega_{t}^{0}, y, \rho\right)=(d \mid d t) W\left(\omega_{t}^{0}, y, \rho\right)
$$

where $\omega_{t}{ }^{0}$ is the solution of (I) or $\left(\mathrm{J}_{\mathrm{V}}\right)$ with $\lambda=\sigma=0$, respectively. The explicit expression of $W^{\prime}$ is given by the corresponding Poisson bracket. In view of the basic estimate (6) of Ref. 4, there exists a constant $K_{0}$ depending only on $U$ such that

$$
\begin{equation*}
W^{\prime}(\bar{\omega}, y, \rho) \leqslant K_{0} g(|y|+\rho)[\bar{W}(\bar{\omega})]^{1 / 2} \frac{\partial}{\partial \rho} W(\bar{\omega}, y, \rho)+K_{0} W(\bar{\omega}, y, \rho) \tag{15}
\end{equation*}
$$

holds for each $\bar{\omega}=\omega_{t}, y \in \mathbf{R}^{2}$, and $\rho>0$; since $d x_{i}=v_{i} d t$ even if $x_{i} \notin V$, the presence of the external field and of frozen particles does not involve any change in the proof of (15) in comparison with that of (6) in Ref. 4.

For each $k \in I$ and $y \in \mathbf{Z}^{2}$ we define a stochastic process $\rho_{k}(t), t \geqslant 0$, as the a.s. unique solution of the integral equation

$$
\begin{equation*}
\rho_{k}(t)=k g(|y|)-K_{0} \int_{0}^{t} g\left(|y|+\left|\rho_{k}(s)\right|\right) z^{\prime}(s) d s \tag{16}
\end{equation*}
$$

where

$$
z(t)=\int_{0}^{t}\left[\bar{W}\left(\omega_{s}\right)\right]^{1 / 2} d s
$$

It is easy to check that $\rho_{k}(t)$ is $\mathscr{A}_{t}$-measurable; the trajectories of $\rho_{k}$ are differentiable and decreasing, $\rho_{k+1}(t)-\rho_{k}(t) \leqslant g(|y|)$ a.s. for each $t \geqslant 0$; further, $\tau_{k}=\sup \left\{t \geqslant 0 ; \rho_{k_{c}}(t) \geqslant g(|y|)\right\}$ is a Markov time with respect to $\mathscr{A}_{t}$ such that $\tau_{k}<\tau_{k+1}<+\infty$ and $\lim \tau_{k}=+\infty$ a.s. Put $K=K_{0}+\sigma^{2}$; in view of the Ito lemma the stochastic differential of $e^{-K t} W\left(\omega_{t}, y, \rho_{k}(t)\right)$ is

$$
\begin{align*}
d\left(e^{-K t} W\right)= & e^{-K t}\left[-K W+W^{\prime}+\left(\frac{\partial}{\partial \rho} W\right) \rho_{k}{ }^{\prime}\right] d t \\
& -\lambda e^{-K t} \sum_{i \in J} f_{i}\left|v_{i}\right|^{2} d t+\sigma^{2} e^{-K t} \sum_{i \in J} f_{i} d t+\sigma e^{-K t} \sum_{i \in J} f_{i} v_{i} d w_{i}(t) \tag{17}
\end{align*}
$$

where $f_{i}=\cdot f\left(\rho_{k}(t)-\left|y-x_{i}\left(\omega_{t}\right)\right|\right)$, and $J=J_{V}(\omega)$ if $\omega_{t}=\varphi_{V}(t, \omega, \mathbf{c})$ and $J=I$ if $\omega_{t}$ is a tempered solution of (I). Since the sums in (17) are finite in the sense that $f_{i}=0$ apart from a finite number of particles, a straightforward approximation procedure shows that (17) remains in force even in the second case. We have to remark that among the stochastic variables $\rho_{k}(t)$, $x_{i}(t), v_{i}(t)$ only the $v_{i}$ have a proper stochastic differential; thus the twice continuous differentiability of $W$ is needed only in $v_{i}$. Therefore (17) certainly holds whenever $t \leqslant \tau_{k}$.

Lemma 2. For each $k \in I, y \in \mathbf{Z}^{2}$, and $u>0$ we have

$$
\sup _{t \geqslant 0} e^{-K t} W\left(\omega_{t \wedge \tau_{k}}, y, \rho_{k}\left(t \wedge \tau_{k}\right)\right) \leqslant W\left(\omega_{0}, y, g(|y|) k\right)+u
$$

with a probability larger than $1-e^{-2 u}$.

Proof. Using (15), (16), $\lambda \geqslant 0$, and $1+f_{i}\left|v_{i}\right|^{2} \leqslant W_{i}\left(\omega_{t}\right)$ [see (8)], we find that (17) becomes

$$
\begin{aligned}
& \left\{\exp \left[-K\left(t \wedge \tau_{k}\right)\right]\right\} W\left(\omega_{i \wedge \tau_{k}}, y, \rho_{k}\left(t \wedge \tau_{k}\right)\right) \\
& \quad \leqslant W\left(\omega_{0}, y, g(|y|) k\right)+\sum_{i \in J}\left[\int_{0}^{t \wedge \tau_{k}} p_{i}(s) d w_{i}(s)-\int_{0}^{t \vee \tau_{k}}\left|p_{i}(s)\right|^{2} d s\right]
\end{aligned}
$$

where $p_{i}=\sigma e^{-K s} f_{i} v_{i}$. Thus the exponential supermartingale inequality [see (6) in Section 2.3 and Exercise 5 in Section 2.9 of Ref. 7]

$$
\mathbf{P}\left[\sup _{t \geqslant 0}\left(\int_{0}^{t} \sum_{i \in J} \bar{p}_{i} d w_{i}-\int_{0}^{t} \sum_{i \in J}\left|\bar{p}_{i}\right|^{2} d s\right)>u\right] \leqslant e^{-2 u}
$$

with $\bar{p}_{i}(s)=p_{i}(s)$ if $s<\tau_{k}, \bar{p}_{i}=0$ otherwise, implies the statement of the lemma. To verify the above inequality in the case of $J=I$, again a standard approximation procedure is needed.

Observe first that

$$
\sum_{y \in \mathbf{Z}^{2}} \sum_{k \in I} \exp \left[-4 k g^{2}(|y|)\right]<1
$$

Therefore, replacing $u$ by $u+2 k g^{2}(|y|)$ in Lemma 2, and using also (10), we obtain that

$$
\begin{equation*}
\sup _{t \geqslant 0} e^{-K t} W\left(\omega_{t \wedge \tau_{k}}, y, \rho_{k}\left(t \wedge \tau_{k}\right)\right) \leqslant a_{1} \bar{W}\left(\omega_{0}\right) k^{2} g^{2}(|y|)+2 k g^{2}(|y|)+u \tag{18}
\end{equation*}
$$

holds simultaneously for each $k \in I$ and $y \in \mathbf{Z}^{2}$ with a probability larger than $1-e^{-u}$. Define now $k=k_{t}, t \geqslant 0$, as the smallest integer $k \in I$ for which $\rho_{k}(t)>g(|y|)$; then $\tau_{k}>t$ and $\rho_{k}(t) \leqslant 2 g(|y|)$ as $\rho_{k-1}(t) \leqslant g(|y|)$; thus, choosing $k$ as $k=k_{t}$ in (18), it follows that

$$
\begin{equation*}
e^{-K t} \bar{W}\left(\omega_{t}\right) \leqslant a_{1} \bar{W}\left(\omega_{0}\right) k_{t}^{2}+2 k_{t}+u \tag{19}
\end{equation*}
$$

for each $t \geqslant 0$ with probability at least $1-e^{-u}$. On the other hand

$$
2 g(|y|) \geqslant k_{t} g(|y|)-K \int_{0}^{t} g\left(|y|+\left|\rho_{k_{t}}(s)\right|\right) z^{\prime}(s) d s
$$

whence

$$
\begin{equation*}
k_{t} \leqslant 2+K z(t)\left[1+g\left(k_{t}\right)\right] \leqslant 2+K z(t)\left(2+2 \sqrt{\overline{k_{t}}}\right) \tag{20}
\end{equation*}
$$

follows by a direct calculation; thus $\sqrt{k_{t}} \leqslant 2+4 K z(t)$. Substituting the last inequality into the first part of (20), we obtain that

$$
\begin{equation*}
k_{t} \leqslant 2+K z(t)\left(1+g\left\{[2+4 K z(t)]^{2}\right\}\right) \tag{21}
\end{equation*}
$$

Relations (19) and (21) are summarized in the following lemma:
Lemma 3. Let $u \geqslant 1$ and $w \geqslant 1$ and suppose that $\bar{W}\left(\omega_{0}\right) \leqslant w$, where
$\boldsymbol{\omega}_{t}, t \geqslant 0$, is either a tempered strong solution of (I), or $\omega_{t}=\varphi_{V}(t, \omega, \mathbf{c})$ for ( $\mathrm{J}_{\mathrm{v}}$ ). Then there exists a constant $M$ depending only on $U$ such that

$$
\mathbf{P}\left(\sup _{t \geqslant 0}\left\{M^{-1} e^{-M t} z^{\prime}(t)-w[1+z(t) g(z(t))]\right\} \leqslant u\right) \geqslant 1-e^{-u}
$$

the process $z(t)$ has been defined in (16).
Proof. It is immediate; for notational convenience $\sqrt{w}$ and $\sqrt{u}$ have been estimated by $w$ and $u$, respectively.

Now we are in a position to prove the basic probability estimate for $\bar{W}\left(\omega_{t}\right)$.

Proposition 1. For each $w \geqslant 1$ there exists a continuous function $q_{w}(t), t \geqslant 0$, such that

$$
\mathbf{P}\left\{\sup _{0 \leqslant s \leqslant t} \bar{W}\left(\omega_{s}\right)>\exp \left[q_{w}(t) g(u)\right]\right\} \leqslant e^{-u}
$$

for each $u \geqslant 1, t \geqslant 0$, whenever $\bar{W}\left(\omega_{0}\right) \leqslant w ; \omega_{t}$ is the same as in Lemma 3; it is defined before (15).

Proof. Define $z_{u}=z_{u}(t)$ as the solution of the differential equation

$$
\begin{equation*}
z^{\prime}=M e^{M t}[w+w z g(z)+u] \tag{22}
\end{equation*}
$$

with initial condition $z_{u}(0)=0$; then in view of Lemma 3 we have

$$
\mathbf{P}\left[\sup _{0 \leqslant s \leqslant t}\left[\bar{W}\left(\omega_{\mathrm{s}}\right)\right]^{1 / 2}>z_{u}^{\prime}(t)\right] \leqslant e^{-u}
$$

It is easy to check that $z_{u}(t)<+\infty$ for each $t \geqslant 0$. Therefore it is enough to show that $z_{u}(t) \leqslant r_{u}(t)$ for $t \geqslant 0$, where $r_{u}(t)=\exp \left[z_{11}(t) g(u)\right]-u$, and $z_{11}$ is the solution of (22) for $u=1$ with initial condition $z_{11}(0)=1$. Observe that $z_{11} g(u)=\log \left(u+r_{u}\right)$ in the time derivative

$$
r_{u}{ }^{\prime}(t)=M e^{M t}\left[w+w z_{11} g\left(z_{11}\right)+1\right]\left(r_{u}+u\right) g(u)
$$

of $r_{u}$; further, $u, w, g(u), g\left(z_{11}\right)$ are not less than 1 ; consequently,

$$
r_{u}^{\prime}(t)>M e^{M t}\left[w+r_{u} g\left(r_{u}\right)+u\right] \geqslant z_{u}^{\prime}(t)
$$

whenever $z_{u}(t) \leqslant r_{u}(t)$. Since $z_{u}(0)<r_{u}(0)$, this is possible only if $z_{u} \leqslant r_{u}$ for each $t \geqslant 0$, which proves the statement of Proposition 1.

The essential content of Proposition 1 is the weak compactness of the set of probability measures for solutions $\omega_{i}$ of $(\mathrm{I})$ or $\left(\mathrm{J}_{\mathrm{V}}\right)$ such that $\bar{W}\left(\omega_{0}\right) \leqslant w$.

## 5. PROOF OF THEOREM 1

We show that there exists the a.s. limit $\varphi(t, \omega, \mathbf{c})=\lim \varphi_{V}(t, \omega, \mathbf{c})$ as $V$ tends to $\mathbf{R}^{2}$, and $\varphi$ is the unique tempered strong solution. The proof is based
on the following quasi-Lipschitz property of the right-hand side of (I) and $\left(\mathrm{J}_{V}\right)$ : in view of $(\mathrm{U})$ we have

$$
\begin{equation*}
\left|F_{i}(\omega)-F_{i}(\bar{\omega})\right| \leqslant L_{1}\left[\left|J_{i}^{\prime}\right|\left|x_{i}(\omega)-x_{i}(\bar{\omega})+\sum_{j \in J_{i}^{i}}\right| x_{j}(\omega)-x_{j}(\bar{\omega}) \mid\right] \tag{23}
\end{equation*}
$$

where

$$
\begin{aligned}
L_{1} & =L\left[\max \left\{g^{2}\left(\left|x_{i}(\omega)\right|\right) \bar{W}(\omega), g^{2}\left(\left|x_{i}(\bar{\omega})\right|\right) \bar{W}(\bar{\omega})\right\}\right]^{d} \\
J_{i}^{\prime} & =\left\{i \in I ; \min \left\{\left|x_{i}(\omega)-x_{j}(\omega)\right|,\left|x_{i}(\bar{\omega})-x_{j}(\bar{\omega})\right|\right\} \leqslant R\right\}
\end{aligned}
$$

The cardinality $\left|J_{i}^{\prime}\right|$ of $J_{i}^{\prime}$ can be estimated via (13).
The external field $h=h_{V}$ in $\left(\mathrm{J}_{V}\right)$ is almost arbitrary; we assume that $h_{V}(x)=0$ even if the distance of $x$ from the boundary of $V$ is larger than $R$. Consider now the time evolution of

$$
\begin{equation*}
d(\omega, \bar{\omega}, y, \rho)=\sum_{i \in I} f_{i} \bar{f}_{i}\left(\left|x_{i}-\bar{x}_{i}\right|^{2}+\left|v_{i}-\bar{v}_{i}\right|^{2}\right) \tag{24}
\end{equation*}
$$

along two solutions $\omega_{t}$ and $\bar{\omega}_{t}$ of (I) or $\left(\mathrm{J}_{V}\right)$; here and in what follows the usual abbreviations $x_{i}=x_{i}(\omega), v_{i}=v_{i}(\omega), \bar{x}_{i}=x_{i}(\bar{\omega}), \bar{v}_{i}=v_{i}(\bar{\omega})$ are used; $f_{i}, f_{i}^{\prime}$ and $\bar{f}_{i}, \bar{f}_{i}^{\prime}$ denote the value and the derivative of $f$ at $\rho-\left|x_{i}-y\right|$ and at $\rho-$ $\left|\bar{x}_{i}-y\right|$, respectively; $D_{y}(\rho)$ is the disk of center $y$ and radius $\rho>0$.

Let $\omega_{t}=\varphi_{V}(t, \omega, \mathbf{c}), \bar{\omega}_{t}=\varphi_{\bar{v}}(t, \omega, \mathbf{c})$; then $x_{i}, \bar{x}_{i}$, and $v_{i}-\bar{v}_{i}$ are differentiable functions of time; thus
$(d / d t) d\left(\omega_{t}, \bar{\omega}_{t}, y, p\right)$

$$
\begin{align*}
\leqslant & \sum_{i \in I}\left(f_{i}^{\prime} \bar{f}_{i}\left|v_{i}\right|+f_{i} \bar{f}_{i}^{\prime}\left|\bar{v}_{i}\right|\right)\left(\left|x_{i}-\bar{x}_{i}\right|^{2}+\left|v_{i}-\bar{v}_{i}\right|^{2}\right) \\
& +2 \sum_{i \in I} f_{i} \bar{f}_{i}\left|v_{i}-\bar{v}_{i}\right|\left[\left|x_{i}-\bar{x}_{i}\right|+\lambda\left|v_{i}-\bar{v}_{i}\right|+\left|F_{i}\left(\omega_{t}\right)-F_{i}\left(\bar{\omega}_{t}\right)\right|\right] \tag{25}
\end{align*}
$$

provided that $D_{y}(\rho+4 R) \subset V \cap \bar{V}$. Observe that $f^{\prime}$ is a bounded function; further, $2\left|v_{i}-\bar{v}_{i}\right|\left|x_{j}-\bar{x}_{j}\right| \leqslant\left|x_{j}-\bar{x}_{j}\right|^{2}+\left|v_{i}-\bar{v}_{i}\right|^{2}$; thus $d^{\prime}$ can be estimated by $d\left(\omega_{t}, \omega_{t}, y, \rho+4 R\right)$ as follows. Substituting (23) into (25) and estimating $\left|v_{i}\right|,\left|\bar{v}_{i}\right|$, and $\left|J_{i}^{\prime}\right|$ via (12) and (13), we obtain that there exists a constant $L_{2}$ depending only on $U$ such that

$$
\begin{equation*}
(d / d t) d\left(\omega_{t}, \bar{\omega}_{t}, y, \rho\right) \leqslant Q M_{1} d\left(\omega_{t}, \bar{\omega}_{t}, y, \rho+4 R\right) \tag{26}
\end{equation*}
$$

where the sequence $M_{n}=M_{n}(y, \rho)$ is defined by the recursive formulas $M_{0}(y, \rho)=1, M_{1}(y, \rho)=g^{2 d+1}(|y|+\rho)$, and

$$
M_{n}(y, \rho)=(1 / n) M_{n-1}(y, \rho) M_{1}(y, \rho+4 R n-4 R)
$$

if $n>1$; further

$$
\begin{equation*}
Q=Q\left(t, \omega_{0}, \bar{\omega}_{0}\right)=\sup _{s \leqslant t} L_{2}\left[\max \left\{1, \bar{W}\left(\omega_{s}\right), \bar{W}\left(\bar{\omega}_{s}\right)\right\}\right]^{d+1 / 2} \tag{27}
\end{equation*}
$$

Therefore

$$
\begin{align*}
& \sup _{s \leqslant t} d\left(\omega_{s}, \bar{\omega}_{s}, y, \rho\right) \\
& \quad \leqslant d\left(\omega_{0}, \bar{\omega}_{0}, y, \rho\right)+Q\left(t, \omega_{0}, \bar{\omega}_{0}\right) M_{1}(y, \rho) \int_{0}^{t} d\left(\omega_{s}, \bar{\omega}_{s}, y, \rho+4 R\right) d s \tag{28}
\end{align*}
$$

holds for each $t \geqslant 0$ with probability one, provided that $D_{y}(\rho+4 R) \subset$ $V \cap \bar{V}$. Let us remark that (28) remains in force even if $\omega_{t}$ and $\omega_{l}$ are tempered strong solutions of (I); in this case no restriction is needed on $y$ and $\rho$. Iterating (28) as many times as possible, the basic tool of this section is obtained.

Lemma 4. Let $\boldsymbol{\omega}_{t}$ and $\boldsymbol{\omega}_{t}$ denote either tempered strong solutions of (I), or $\omega_{t}=\varphi_{V}(t, \omega, \mathbf{c}), \bar{\omega}_{t}=\varphi_{V}(t, \omega, \mathbf{c})$ with $D_{y}(\rho+4 R n) \subset V \cap \bar{V}$. Then there exists a constant $L_{3}$ depending only on $U$ such that

$$
\begin{aligned}
& \sup _{s \leqslant t} d\left(\omega_{s}, \bar{\omega}_{s}, y, \rho\right) \\
& \leqslant
\end{aligned} \begin{aligned}
& L_{3} M_{n}(y, \rho) Q^{n+2}\left(t, \omega_{0}, \bar{\omega}_{0}\right) n^{4} t^{n} \\
& \quad+\sum_{k=0}^{n-1}\left[t Q\left(t, \omega_{0}, \bar{\omega}_{0}\right)\right]^{k} M_{k}(y, \rho) d\left(\omega_{0}, \bar{\omega}_{0}, y, \rho+4 k R\right)
\end{aligned}
$$

holds with probability one for each $t \geqslant 0$ and $y \in \mathbf{R}^{2}, \rho>0$ satisfying $\rho \leqslant 4 R n$ and $\rho+4 R n \geqslant g(|y|)$.

Proof. Iterating (28) $n-1$ times, we obtain that

$$
\begin{align*}
\sup _{s \leqslant t} d\left(\omega_{s}, \bar{\omega}_{s}, y, \rho\right) \leqslant & t^{n} Q^{n} M_{n} \sup _{s \leq t} d\left(\omega_{s}, \bar{\omega}_{s}, y, \rho+4 R n\right) \\
& +\sum_{k=0}^{n-1} t^{k} Q^{k} M_{k} d\left(\omega_{0}, \bar{\omega}_{0}, y, \rho+4 k R\right) \tag{29}
\end{align*}
$$

On the other hand, using $\left|x_{i}-\bar{x}_{i}\right| \leqslant 4(\rho+3 R)$ and

$$
\left|v_{i}-\bar{v}_{i}\right|^{2} \leqslant 2\left(\left|v_{i}\right|^{2}+\left|\bar{v}_{i}\right|^{2}\right)
$$

in (24), it follows by Lemma 1 that

$$
\begin{equation*}
d(\omega, \bar{\omega}, y, \rho) \leqslant L_{4} \rho^{4} \max \{\bar{W}(\omega), \bar{W}(\bar{\omega})\} \tag{30}
\end{equation*}
$$

whenever $\rho \geqslant g(|y|) ; L_{4}$ is a universal constant. A comparison of (27), (29), and (30) results in the statement of the lemma.

We can consider $d\left(\omega_{t}, \bar{\omega}_{t}, y, \rho\right)$ as a reasonable measure for the deviation of solutions from each other only if we a priori know that the particles are localizable, i.e., $x_{i}\left(\omega_{t}\right)$ remains in a controllable neighborhood of $x_{i}\left(\omega_{0}\right)$.

Proposition 2. Let $\omega_{t}$ denote either a tempered strong solution of (I) or $\boldsymbol{\omega}_{t}=\varphi_{V}(t, \omega, \mathbf{c})$, and suppose that $\bar{W}\left(\omega_{0}\right) \leqslant w, w \geqslant 1$. Then for each
$t \geqslant 0, y \in \mathbf{R}^{2}$, there exists a positive $\epsilon=\epsilon(t, y, w)$ such that $\rho \geqslant 4 r>0$ implies that

$$
\mathbf{P}\left[\sup _{i \in J(y, \tau)} \sup _{s \leqslant t}\left|x_{i}\left(\omega_{s}\right)-y\right|>\rho\right] \leqslant \exp \left(1-\epsilon \rho^{1 / q}\right)
$$

where $J(y, r)=\left\{i \in I ;\left|x_{i}\left(\omega_{0}\right)-y\right| \leqslant r\right\}$, and $q=q_{w}(t)$ is the same as in Proposition 1.

Proof. Let $S$ denote the minimal radius such that $x_{i}\left(\omega_{s}\right) \in D_{y}(S)$ if $s \leqslant t, i \in J(y, r)$. Since $\left|x_{i}\left(\omega_{s}\right)\right| \leqslant|y|+S$ and

$$
\left|x_{i}\left(\omega_{s}\right)-y\right| \leqslant r+\left|x_{i}\left(\omega_{s}\right)-x_{i}\left(\omega_{0}\right)\right| \leqslant r+\int_{0}^{t}\left|v_{i}\left(\omega_{s}\right)\right| d s
$$

in this case, in view of (12) we have

$$
\begin{equation*}
S \leqslant r+a_{1} g(|y|+S) z(t) \tag{31}
\end{equation*}
$$

where $z(t)$ has been defined in (16). Using the subadditive property of $g$ and $g(S) \leqslant 1+\sqrt{S}$, it follows that

$$
S \leqslant r+a_{1}[1+g(|y|)+\sqrt{S}] z(t)
$$

Thus

$$
\sqrt{S} \leqslant \sqrt{r}+L_{5} z(t)
$$

provided that $r \leqslant S ; L_{5}$ is a new constant depending on $y$. Hence

$$
\begin{equation*}
S \leqslant 2 r+2 L_{5}^{2} z^{2}(t) \leqslant \frac{1}{2} \rho+2\left(t L_{5}\right)^{2} \sup _{s \leqslant t} \bar{W}\left(\omega_{s}\right) \tag{32}
\end{equation*}
$$

follows directly, and (32) holds even if $S<r$. Observe now that $\epsilon=$ $\epsilon(t, y, w)>0$ can be chosen to be so small that

$$
2\left(t L_{5}\right)^{2} \exp \left[q_{w}(t) g(u)\right]=2\left(t L_{5}\right)^{2} e^{q}(1+u)^{q} \leqslant \frac{1}{2} \rho
$$

holds for $u=\epsilon \rho^{1 / q}-1 ; q=q_{w}(t)$. This means that $P(S>\rho) \leqslant e^{1-u}$ in view of Proposition 1, which proves Proposition 2.

Now we prove the existence of limiting solutions. Remember that the weak topology of $\Omega_{0}$ is defined in the following way. For each finite $J \subset I$ set

$$
\begin{equation*}
|\omega-\bar{\omega}|_{J}=\left\{\sum_{i \in J}\left[\left|x_{i}(\omega)-x_{i}(\bar{\omega})\right|^{2}+\left|v_{i}(\omega)-v_{i}(\bar{\omega})\right|^{2}\right]\right\}^{1 / 2} \tag{33}
\end{equation*}
$$

Then $\lim \omega_{n}=\omega$ means that $\lim \left|\omega-\omega_{n}\right|_{J}=0$ for each finite $J \subset I$. Due to Proposition 2, $\left|\omega_{t}-\bar{\omega}_{t}\right|_{J(y, r)}$ can be estimated by $\left[d\left(\omega_{t}, \bar{\omega}_{t}, y, \rho\right)\right]^{1 / 2}$ with a probability close to one if $\rho$ is large enough.

Let $\omega \in \boldsymbol{\Omega}_{0}, V_{n}=D_{0}(8 R n+R)$, and $\omega_{t}{ }^{n}=\varphi_{V_{n}}(t, \omega, \mathbf{c})$; we may assume that the external field $h=h_{n}$ in $\left(J_{V_{n}}\right)$ has been chosen in such a way that
$\sup \bar{W}\left(\omega_{0}{ }^{n}\right) \leqslant w<+\infty$ and $w \geqslant 1$. We want to apply Lemma 4 and Proposition 2 to $\omega_{t}=\omega_{i}^{n+m}$ and $\bar{\omega}_{i}=\omega_{t}^{n+m+1}$, where $m \in I$ is fixed, $r=R m$, and $y=0$. Proposition 1 implies

$$
\mathbf{P}\left\{Q>L_{2} \exp \left[(d+1 / 2) q_{w}(t) g(u)\right]\right\} \leqslant 2 e^{-u}
$$

for $Q=Q\left(t, \omega_{0}, \bar{\omega}_{0}\right)$, and the simultaneous bound of Proposition 2 for $\omega_{t}$ and $\bar{\omega}_{t}$ is $2 \exp \left(1-\epsilon \rho^{1 / q}\right)$, with $q=q_{w}(t)$ and $\epsilon=\epsilon(t, 0, w)$. Put $\rho=4 R n$ in Proposition 2 and in Lemma 4, and $u=2 g(n)$ in Proposition 1; since $d\left(\omega_{0}^{n+m}, \omega_{0}^{n+m+1}, 0, \rho+4 k R\right)=0$ in Lemma 4 as $k \leqslant n$, we obtain that

$$
\begin{align*}
& \mathbf{P}\left\{\sup _{s \leqslant t}\left|\omega_{s}^{n+m}-\omega_{s}^{n+m+1}\right|_{J(r)}>\delta_{n}(t, w)\right\} \\
& \quad \leqslant 2 \exp [-2 g(n)]+2 \exp \left[1-\epsilon(4 R n)^{1 / q}\right] \tag{34}
\end{align*}
$$

where $J(r)=\left\{i \in I ;\left|x_{i}(\omega)\right| \leqslant r\right\}$ and

$$
\delta_{n}(t, w)=\left\{L_{3} L_{2}^{n+2} n^{4} t^{n} M_{n}(0,4 R n) \exp [q(n+2)(d+1 / 2) g(2 g(n))]\right\}^{1 / 2}
$$

It is easy to check that $\sum \delta_{n}(t, w)<+\infty$ and the sum over $n$ of terms on the right-hand side of (34) is finite, too; therefore the Borel-Cantelli lemma implies

$$
\begin{equation*}
\mathbf{P}\left[\sup _{s \leqslant t} \sum_{n=1}^{\infty}\left|\omega_{s}^{n}-\omega_{s}^{n+1}\right|_{J(r)}<+\infty\right]=1 \tag{35}
\end{equation*}
$$

for each $t>0, r=R m$ if $m \in I$, which proves that there exists the limit $\varphi(t, \omega, \mathbf{c})=\lim \varphi_{V_{n}}(t, \omega, \mathbf{c})$ with probability one for each $\omega \in \boldsymbol{\Omega}_{0}$.

We have to verify that $\varphi(t, \omega, \mathbf{c})$ is a tempered strong solution. Since $\bar{W}$ is a lower semicontinuous function of $\omega \in \boldsymbol{\Omega}_{0}$, we have $\bar{W}(\varphi(t, \omega, \mathbf{c})) \leqslant$ $\lim \inf \bar{W}\left(\varphi_{V_{n}}(t, \omega, \mathbf{c})\right)$ a.s.; further, $\bar{W} \geqslant 0$; thus the Fatou-Lebesgue theorem and Proposition 1 imply that
$\int_{\mathbf{c}} \sup \bar{W}(\varphi(s, \omega, \mathbf{c})) \mathbf{P}(d \mathbf{c}) \leqslant \lim \inf \int_{\mathbf{c}} \sup _{s \leqslant t} \bar{W}\left(\varphi_{V_{n}}(s, \omega, \mathbf{c})\right) \mathbf{P}(d \mathbf{c}) \leqslant p_{w}(t)$
if $\bar{W}(\omega) \leqslant w$, where $p_{w}(t)$ is a continuous function of $t \geqslant 0$ for each $w \leqslant+\infty$. Hence

$$
\begin{equation*}
\mathbf{P}\left[\sup _{s \leqslant t} \bar{W}(\varphi(s, \omega, \mathbf{c}))<+\infty\right]=1 \tag{37}
\end{equation*}
$$

Thus the interparticle distances in $\omega_{t}=\varphi(t, \omega, \mathbf{c})$ are positive with probability one; consequently $\boldsymbol{\omega}_{t}$ satisfies ( $I^{\prime}$ ). The measurability properties of $\varphi$ are direct consequences of those of $\varphi_{V_{n}}$; as a solution of ( $\mathrm{I}^{\prime}$ ), $\varphi$ is automatically a Markov process, while temperedness of $\varphi$ is just (37). Uniqueness of tempered strong solutions and their continuous dependence on initial data are a direct consequence of the following result.

Proposition 3. Suppose that $\boldsymbol{\omega}_{t}$ and $\bar{\omega}_{t}$ are tempered strong solutions of (I) with $\max \left\{\bar{W}\left(\omega_{0}\right), \bar{W}\left(\bar{\omega}_{0}\right)\right\} \leqslant w, w \geqslant 1$. Then for each sequence $u_{k} \geqslant 1$, $t>0, y \in \mathbf{R}^{2}, \rho \geqslant 4 r>0$ we have

$$
\begin{gathered}
\mathbf{P}\left[\sup _{s \leqslant t}\left|\omega_{s}-\bar{\omega}_{s}\right|_{J(y, r)}>D\left(t, \omega_{0}, \bar{\omega}_{0}, y, \rho, w, u_{k}\right)\right] \\
\leqslant 2 \exp \left(1-\epsilon \rho^{1 / q}\right)+2 \sum_{k=0}^{\infty} \exp \left(-u_{k}\right)
\end{gathered}
$$

where $J(y, r)=\left\{i \in I ; \min \left\{\left|x_{i}\left(\omega_{0}\right)-y\right|,\left|x_{i}\left(\bar{\omega}_{0}\right)-y\right|\right\} \leqslant r\right\}, q=q_{w}(t)$ and $\epsilon=\epsilon(t, y, w)$ are the same as in Propositions 1 and 2, and

$$
\begin{aligned}
& D^{2}\left(t, \omega_{0}, \bar{\omega}_{0}, y, \rho, w, u_{k}\right) \\
& \quad=\sum_{k=0}^{\infty}\left(L_{2} t\right)^{k} \exp \left[q k(d+1 / 2) g\left(u_{k}\right)\right] M_{k}(y, \rho) d\left(\omega_{0}, \bar{\omega}_{0}, y, \rho+4 k R\right)
\end{aligned}
$$

Further, $D$ is finite, e.g., if $u_{k}$ increases as fast as a power of $g(k)$, and in such cases $\lim \omega_{0}{ }^{n}=\omega$ implies $\lim _{n} D\left(t, \omega_{0}, \omega_{0}{ }^{n}, y, \rho, w, u_{k}\right)=0$, provided that $\bar{W}\left(\omega_{0}{ }^{n}\right) \leqslant w$.

Proof. Let $n$ go to infinity in Lemma 4; then the statement follows from Propositions 1 and 2 in the same way as (34) has been obtained.

As a direct consequence of Proposition 2, we obtain that $\lim \omega_{0}{ }^{n}=\omega_{0}$ implies

$$
\begin{equation*}
\lim _{n} \mathbf{P}\left(\sup _{s \leqslant t}\left|\omega_{s}^{n}-\omega_{s}\right|_{J(y, r)}>D\right)=0 \tag{38}
\end{equation*}
$$

for each $t>0, D>0, y \in \mathbf{R}^{2}$, and $r>0$, which is a stronger statement than that of Theorem 1 about continuous dependence on initial data.

## 6. PROOF OF THEOREM 2

First we show that the canonical Gibbs distributions at temperature $T=\sigma^{2} / 2 \lambda$ are invariant under the Markov time evolution defined by $\left(\mathrm{J}_{\nu}\right)$. Let $\omega_{V}$ and $\omega_{V}{ }^{c}$ denote the configuration inside $V$ and that outside $V$, respectively, i.e., $\omega=\left(\omega_{V}, \omega_{V}{ }^{c}\right)$. We may assume that the particles inside $V$ are numbered by $1,2, \ldots, n$; the configuration $\omega_{V}{ }^{c}$ of frozen particles and the number $n=\left|J_{V}(\omega)\right|$ of moving particles are fixed. Then $f_{V}\left(\omega_{V} \mid \omega_{V}{ }^{c}\right)=$ $Z^{-1} \exp \left[-(1 / T) H_{V}(\omega)\right]$ is the density of the canonical Gibbs distribution in $V$ with respect to the $4 n$-dimensional Lebesgue measure; $T>0$ is the temperature; the total energy $H_{V}=H_{V}(\omega)$ is explicitly defined before (6).

For notational convenience set $x_{i}=\left(q_{2 i-1}, q_{2 i}\right)$ and $v_{i}=\left(p_{2 i-1}, p_{2 i}\right)$ if $i=1,2, \ldots, n$, and let $\mathbf{P}_{i}=\partial / \partial p_{i}$ and $\mathbf{Q}_{i}=\partial / \partial q_{i}$ denote the operators of differentiating functions of $\omega_{V}$ with respect to $p_{i}$ and $q_{i}$, respectively. Then the
generator $\mathbf{G}$ of the Markov process $\varphi_{V}$ defined by $\left(\mathrm{J}_{V}\right)$ can be written as

$$
\begin{equation*}
\mathbf{G}=\sum_{i=1}^{2 n}\left[\frac{1}{2} \sigma^{2} \mathbf{P}_{i}^{2}-\lambda p_{i} \mathbf{P}_{i}-\left(\mathbf{Q}_{i} H_{V}\right) \mathbf{P}_{i}+p_{i} \mathbf{Q}_{i}\right] \tag{39}
\end{equation*}
$$

and the formal adjoint $\mathbf{G}^{*}$ of the differential operator $\mathbf{G}$ is acting as

$$
\begin{align*}
\mathbf{G}^{*} f & =\sum_{i=1}^{2 n}\left\{\frac{1}{2} \sigma^{2} \mathbf{P}_{i}^{2} f+\lambda \mathbf{P}_{i}\left(p_{i} f\right)+\mathbf{P}_{i}\left[\left(\mathbf{Q}_{i} H_{V}\right) f\right]-\mathbf{Q}_{i}\left(p_{i} f\right)\right\} \\
& =\sum_{i=1}^{2 n}\left[\frac{1}{2} \sigma^{2} \mathbf{P}_{i}{ }^{2} f+\lambda f+\lambda p_{i} \mathbf{P}_{i} f+\left(\mathbf{Q}_{i} H_{V}\right)\left(\mathbf{P}_{i} f\right)-p_{i} \mathbf{Q}_{i} f\right] \tag{40}
\end{align*}
$$

Since $\mathbf{P}_{i} f_{V}=-T^{-1} p_{i} f_{V}, \mathbf{P}_{i}{ }^{2} f_{V}=-T^{-1} f_{V}+T^{-2} p_{i}{ }^{2} f_{V}$, and

$$
\mathbf{Q}_{i} f_{V}=-T^{-1}\left(\mathbf{Q}_{i} H_{V}\right) f_{V},
$$

we have

$$
\mathbf{G}^{*} f_{V}=2 n\left(\lambda-\frac{\sigma^{2}}{2 T}\right) f_{V}-T^{-1}\left(\lambda-\frac{\sigma^{2}}{2 T}\right) f_{V} \sum_{i=1}^{2 n} p_{i}^{2}
$$

so that $f_{V}$ satisfies the stationary Kolmogorov-Fokker-Planck equation $\mathbf{G}^{*} f=0$ if and only if $T=\sigma^{2} / 2 \lambda$.

Suppose now that $\mu$ is a canonical Gibbs state for $U$ at temperature $T=\sigma^{2} / 2 \lambda ; \mu$ is a probability measure on $\left(\Omega_{0}, \mathscr{R}_{0}\right)$ such that, given $\omega_{V}{ }^{c}$ and the number $n$ of particles in $V$, the conditional density of $\mu$ is just $f_{V}\left(\omega_{V} \mid \omega_{v}{ }^{c}\right)$ with $h=0$ in the definition of $f_{V}$. Let $V_{n}=D_{0}(4 R n)$ and choose the corresponding external field $h_{n}=h_{n}(x)$ in such a way that $\lim \int h_{n}(\omega) d \mu=0$, where

$$
h_{n}(\omega)=\sum_{i \in I} h_{n}\left(x_{i}(\omega)\right)
$$

Since $h_{n} \geqslant 0$, this implies that $Z_{n}=\int \exp \left[-T^{-1} h_{n}(\omega)\right] d \mu$ goes to one; thus

$$
\lim \int\left|Z_{n}^{-1} \exp \left[-T^{-1} h_{n}(\omega)\right]-1\right| d \mu=0
$$

follows again by the dominated convergence theorem; i.e., the probability measures $\mu_{n}$ defined by $d \mu_{n}=Z_{n}^{-1} \exp \left[-T^{-1} h_{n}(\omega)\right] d \mu$ converge to $\mu$ in the variation distance. On the other hand, the conditional density of $\mu_{n}$ with respect to the Lebesgue measure, given $\omega_{V_{n}}{ }^{c}$ and the number of particles in $V_{n}$, is just $f_{V_{n}}\left(\omega_{V_{n}} \mid \omega_{V_{n}}{ }^{c}\right)$ with $h=h_{n}$; therefore $\mu_{n}$ is invariant under the following partial dynamics: particles inside $V_{n}$ are moving according to $\left(J_{V_{n}}\right)$, while the position and the velocity of external particles remain the same as at time zero. Let $\mathbf{P}_{t}{ }^{n}$ denote the Markov semigroup of the above partial dynamics; we have shown that $\mu_{n}=\mu_{n} \mathbf{P}_{t}^{n}$, i.e., $\mu_{n}=\mu_{n} \mathbf{P}_{t}^{n}-\mu \mathbf{P}_{t}^{n}+\mu \mathbf{P}_{t}^{n}$. We know that $\mu_{n}$ converges to $\mu$ in the variation distance; thus $\lim \left(\mu_{n} \mathbf{P}_{t}^{n}-\mu \mathbf{P}_{t}^{n}\right)=0$, again in the variation distance. Further, as $\varphi(t, \omega, \mathbf{c})=\lim \varphi_{V_{n}}(t, \omega, \mathbf{c})$ a.s.
for each $\omega \in \boldsymbol{\Omega}_{0}$, it follows that $\lim \mu \mathbf{P}_{t}^{n}=\mu \mathbf{P}_{t}$ holds in the sense of weak convergence of probability measures, i.e., $\mu$ is invariant under $\mathbf{P}_{t}$.

To prove the "only if" part of Theorem 2, consider the time evolution of $H_{f}(\omega)$ along the general solution $\omega_{t}=\varphi(t, \omega, \mathbf{c})$ of (I), where

$$
\begin{aligned}
& H_{f}(\omega)=\sum_{i \in I} f\left(x_{i}(\omega)\right) H_{i}(\omega) \\
& H_{i}(\omega)=\frac{1}{2}\left|v_{i}(\omega)\right|^{2}+\frac{1}{2} \sum_{j \neq i} U\left(x_{i}(\omega)-x_{j}(\omega)\right)
\end{aligned}
$$

and $f=f(x), x \in \mathbf{R}^{2}$, is a continuously differentiable function of compact support. Let $H_{f}{ }^{\prime}(\omega)$ denote the time derivative of $H_{f}(\omega)$ at $\omega=\bar{\omega}_{t}$ along the solution $\bar{\omega}_{t}$ of (I) in the classical case of $\lambda=\sigma=0$; we have

$$
\begin{aligned}
H_{f}^{\prime}(\omega)= & \sum_{i \in I}\left(\operatorname{grad} f\left(x_{i}\right), v_{i}\right) H_{i}(\omega) \\
& +\frac{1}{4} \sum_{i \in I} \sum_{j \neq i}\left[f\left(x_{j}\right)-f\left(x_{i}\right)\right]\left(\operatorname{grad} U\left(x_{i}-x_{j}\right), v_{i}+v_{i}\right)
\end{aligned}
$$

with the usual notation $x_{i}=x_{i}(\omega), v_{i}=v_{i}(\omega)$; therefore

$$
\begin{align*}
H_{f}\left(\omega_{t}\right)= & H_{f}\left(\omega_{0}\right)+\int_{0}^{t} H_{f}^{\prime}\left(\omega_{s}\right) d s+\sum_{i \in I} \sigma \int_{0}^{t} f\left(x_{i}\right) v_{i} d w_{i} \\
& +\sum_{i \in I} \int_{0}^{t} f\left(x_{i}\right)\left(\sigma^{2}-\lambda\left|v_{i}\right|^{2}\right) d s \tag{41}
\end{align*}
$$

follows by the Ito lemma. Suppose now that $\mu$ is a canonical Gibbs state for $U$ and temperature $T>0$, and $\mu$ is time-invariant, i.e., $\mu_{t}=\mu \mathbf{P}_{t}=\mu$ for each $t \geqslant 0$. Then the coordinates of $v_{i}$ are Gaussian random variables of zero mean and variance $T$; further, each $v_{i}$ is independent of the positions of particles; thus $\int f\left(x_{i}(\omega)\right)\left|v_{i}(\omega)\right|^{2} \mu(d \omega)=2 T \int f\left(x_{i}(\omega)\right) \mu(d \omega)$, and $\int H_{f}^{\prime}(\omega) \mu(d \omega)$ $=0$. On the other hand, the expectation of the stochastic integrals in (41) with respect to $\mathbf{P}$ is zero, since the expectation of

$$
\int_{0}^{t} \sum_{i \in I} f^{2}\left(x_{i}\left(\omega_{s}\right)\right)\left|v_{i}\left(\omega_{s}\right)\right|^{2} d s
$$

is finite in view of Proposition 1; thus, taking the expectation of both sides of (41) with respect to the product measure $\mu \times \mathbf{P}$, it follows by $\mu_{t}=\mu$ and the Fubini theorem that

$$
\left(\sigma^{2}-2 \lambda T\right) \int \sum_{i \in I} f\left(x_{i}(\omega)\right) \mu(d \omega)=0
$$

for each $f$, which proves the last statement of Theorem 2.

## 7. PROOF OF THEOREM 3

$\operatorname{Let} \omega_{t}=\varphi_{\lambda, \sigma}(t, \omega, c), \bar{\omega}_{t}=\varphi(t, \omega), \lambda>0, \sigma>0$, and $\epsilon=\max \{\lambda, \sigma\}<1$. We have to repeat the proof of Proposition 3 in the modified situation when
$\omega_{0}=\bar{\omega}_{0}$ and $v_{i}=\bar{v}_{i}$ has a proper stochastic differential, namely

$$
d\left(v_{i}-\bar{v}_{i}\right)=-\left[F_{i}\left(\omega_{t}\right)-F_{i}\left(\bar{\omega}_{t}\right)\right] d t-\lambda v_{i} d t+\sigma d w_{i}
$$

Set $d_{n}(t, \rho)=d\left(\omega_{t}, \bar{\omega}_{t}, 0, \rho+4 R n\right)$ with $\rho \geqslant 4 r \geqslant 1$ fixed; then, following the lines of the proof of (26), we obtain by the Ito lemma that

$$
d_{n}(t, \rho) \leqslant Q M_{1}(0, \rho+4 R n) \int_{0}^{t} d_{n+1}(s, \rho) d s+Z_{n}(t)
$$

where $Q$ is the same as in (27) and

$$
\begin{equation*}
Z_{n}(t)=\int_{0}^{t} \sum_{i \in I} f_{i} \bar{f}_{i}\left[2 \sigma^{2}-2 \lambda\left(v_{i}-\bar{v}_{i}, v_{i}\right)\right] d s+2 \sigma \int_{0}^{t} \sum_{i \in I} f_{i} \bar{f}_{i}\left(v_{i}-\bar{v}_{i}\right) d w_{i} \tag{42}
\end{equation*}
$$

The exponential supermartingale inequality (see the proof of Lemma 2) implies that the probability of

$$
\begin{equation*}
\sup _{t \geqslant 0}\left[2 \sigma \int_{0}^{t} \sum_{i \in I} f_{i} \bar{f}_{i}\left(v_{i}-\bar{v}_{i}\right) d w_{i}-4 \sigma \int_{0}^{t} \sum_{i \in I} f_{i}^{2} \bar{f}_{i}^{2}\left|v_{i}-\bar{v}_{i}\right|^{2} d s\right] \leqslant \sigma(\rho+n)^{2} \tag{43}
\end{equation*}
$$

exceeds $1-\exp \left[-2(\rho+n)^{2}\right]$, where

$$
\sum_{n=0}^{\infty} \exp \left[-2(\rho+n)^{2}\right]<e^{-\rho}
$$

as $\rho \geqslant 1$. On the other hand, the deterministic integrals in (42) and in (43) can be estimated by a constant multiple of $\epsilon t Q^{2}(\rho+n)^{2}$; thus, combining (43) and the above inequality, we obtain that for $t \leqslant t_{1}$

$$
\begin{equation*}
\sup _{s \leqslant t} d_{n}(s, \rho) \leqslant Q M_{1}(0, \rho+4 R n) \int_{0}^{t} d_{n+1}(s, \rho) d s+\epsilon L_{6} Q^{2}(\rho+n)^{2} \tag{44}
\end{equation*}
$$

holds simultaneously for each $n$ with a probability larger than $1-e^{-\rho} ; L_{6}$ depends only on $U$ and $t_{1}$. Iterating (44), we obtain that

$$
\begin{equation*}
\mathbf{P}\left[\sup _{s \leqslant t} d\left(\omega_{s}, \bar{\omega}_{s}, 0, \rho\right) \geqslant \epsilon S(\lambda, \sigma)\right] \leqslant e^{-\rho} \tag{45}
\end{equation*}
$$

where the random variable $S(\lambda, \sigma)$ is given by

$$
S(\lambda, \sigma)=L_{6} \sum_{n=0}^{\infty} t^{n} M_{n}(0, \rho)(\rho+n)^{2} Q^{n+2}
$$

Further, choosing $u=2 g(n+m)$ in Proposition 1, it follows that

$$
S(\lambda, \sigma) \leqslant \sum_{n=0}^{\infty} L_{6} t^{n} M_{n}(0, \rho)(\rho+n)^{2} \exp [q(n+2)(d+1 / 2) g(2 g(n+m))]
$$

holds with a probability larger than

$$
1-2 \sum_{n=0}^{\infty} \exp [-2 g(n+m)] \geqslant 1-2 / m
$$

where $q=q_{w}(t)$ does not depend on $\lambda \leqslant 1$ and $\sigma \leqslant 1$. Therefore the tail of the distribution of $S(\lambda, \sigma)$ is uniformly bounded, i.e., $\epsilon S(\lambda, \sigma)$ converges to zero in probability if $\epsilon=\max \{\lambda, \sigma\}$ goes to zero, so that the comparison of (45) and of Proposition 2 results in the statement of Theorem 3.
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